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The focus of this research is the appiication of the k-Nearast Meighbor algorithm in terms of classifying

botnet attacks in the [oT environmeant The kNN slgonthm has several advantages in classification tasks,

such as simplicity, effectivenass, and robustness. However, it does not performi well in handling large

datasets such as the Bot-loT dataset, which represents 3 huge amount of data about botnet attacks on laT

networks. Therefore, improving the kNN performance in classifying loT botnet sttacks is the main concemn

in this study by applying several feature selection techniques. The whole research process was conducted

in the Rapidminer environment using three prebuilt feature selection techniques. namely. Information Gain

Forward Selection, and Backward Elimination. After comparing accuracy, precision, recall, F1 score and

processing time, the combination of the kNN aigorithm and the Forward Selection technique (KNN-FS) b
achieves the best results amang others, with the highest level of accuracy and the fastest execution time

ameng others. Finally, SNN-FS is used in developing SUKRY, which stands for Suricats IDS with Enhanced

kNN Algarithm on Rasphery 21 .
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In this paper, k-Nearest Neighbor algorithm is being studied in
terms of classifying Botnet attacks within loT environment. There
are several advantages of using kNN algorithm in classification
issues such simplicity, effectiveness and robustness. However, it
does not perform well in handling large dataset such as Bot-loT
dataset that represents huge amount data of botnet attacks in loT
networks. In such case, kNN often shows lower accuracy and
longer execution time. Therefore, improving KNN performance in
classifying loT Botnet attack is the main concern in this study by
applying several feature selection techniques. The whole research
processes were conducted in Rapidminer environment using three
prebuilt feature selection techniques namely, Information Gain,
Forward Selection and Backward Elimination. After comparing
accuracy, precision, recall, F1-score and processing time, the
combination of kNN algorithm and Forward Selection technique
(kNN-FS) achieves the best results among others to enhance kNN
performance in classifying Bot-loT attacks in lotT network. Finally,
kNN-FS is then applied in Suricata IDS running on Raspberry Pi
machine, named Sukry.

The coverletter for this review report has been saved in the
database. You can safely close this window.

Authors' Responses to Reviewer's Comments (Reviewer 1)

Authors applied K-nearest neighbors algorithm combined with 3
feature selection algorithms implemented in the RapidMiner tool to



the open Bot-loT dataset and got better accuracy (99.89%) than
cited results (98.9% using Decision Tree). Please include
comparison to other methods not using kNN to the Table 7, such
as the result using Decision Tree which is better than the result
obtained with kNN.

answer : We have revised the table 7 accordingly, thanks much

Comparison of the execution time and required computational
resources is also interesting, but is not present in the paper.

answer : There is no confirmation regarding execution time from
previous papers, they only provide accuracy, therefore in our paper
there is only comparison of accuracy, From this point of view, we
also justify the importance of mentioning execution time in making
comparative study, not only level of accuracy.

We mentioned this is Discussion section 5,
thank you very much.

Description of feature selection techniques is too short and
consists of a single paragraph. It is unclear from the description
how Information Gain feature selection works, all that is said is that
it "works by reducing the number of feature[s] by measuring
entropy reduction before and after separation in terms of its
dependency".

answer : We have improved these in 3.3. Feature Selection
Techniques and kNN Algorithm

Description of Bot-loT dataset should include the size of the
training and test set. What are the sizes of the parts used for test
and training?

answer : We have mentioned the size clearly. In 3.1. Dataset,
Thank you

On page 7, line 184, reference [7] in sentence "The idea of kNN is
that it will classify new objects based on k of their 183 closest
neighbors, where K is a predetermined positive integer" points to
"Available online: https://www.newark.com/iot-trends-2021
(accessed on Sep 30, 2021)." rather than a description of KNN.

answer : We have corrected and Improved the introduction section
properly. Many thanks

It looks like bibliography is managed manually and references are
not checked automatically which is error-prone. | have not checked
all other references and suggest using automatic reference

management tools such as BibTeX or those built in MS Office.

AmmiasAar s Thanls vinii vimnms marial



dliswel . 11idlin you very riiucii

In the pseudo-code of KNN algorithm it is not defined what variable
"m" means.

answer : We already corrected this as well in 3.3. Feature
Selection Techniques and kNN Algorithm. Thank you

English could be improved, for example "that only effective for
known botnets" -> "that *are* only effective for known botnets",
"several approach to apply different algorithms have been applied",
"similar studies utilizing machine learning frameworks are

proposed in several studies", "confirmed the *effectively of* using",
"causing KNN requires" -> "causing kNN to require".

answer : Many thanks for the corrections

Review Report Form

English () Extensive editing of English language and style required
language and () Moderate English changes required
style  (x) English language and style are fine/minor spell check required
( ) | don't feel qualified to judge about the English language and
style

Canbe Mustbe Not

Yes improved improved applicable

Does the introduction provide sufficient

() (x) () ()

background and include all relevant references?

Is the research design appropriate?  (x) () () ()

Are the methods adequately described? () () (x) ()

Are the results clearly presented? () (x) () ()

Are the conclusions supported by the results?  (x) () () ()

Comments  Authors applied K-nearest neighbors algorithm combined with 3
and feature selection algorithms implemented in the RapidMiner tool to
Suggestions  the open Bot-loT dataset and got better accuracy (99.89%) than
for Authors  cited results (98.9% using Decision Tree). Please include
comparison to other methods not using kNN to the Table 7, such
as the result using Decision Tree which is better than the result
obtained with KNN. Comparison of the execution time and required
computational resources is also interesting, but is not present in
the paper. Description of feature selection techniques is too short
and consists of a single paragraph. It is unclear from the
description how Information Gain feature selection works, all that is
said is that it "works by reducing the number of feature[s] by
measuring entropy reduction before and after separation in terms
of its dependency". Description of Bot-loT dataset should include
the size of the trainina and test set. What are the sizes of the parts



used for test and training? On page 7, line 184, reference [7] in
sentence "The idea of kNN is that it will classify new objects based
on k of their 183 closest neighbors, where k is a predetermined
positive integer" points to "Available online:
https://www.newark.com/iot-trends-2021 (accessed on Sep 30,
2021)." rather than a description of KNN. It looks like bibliography
is managed manually and references are not checked
automatically which is error-prone. | have not checked all other
references and suggest using automatic reference management
tools such as BibTeX or those built in MS Office. In the pseudo-
code of kNN algorithm it is not defined what variable "m" means.
English could be improved, for example "that only effective for
known botnets" -> "that *are* only effective for known botnets",
"several approach to apply different algorithms have been applied",
"similar studies utilizing machine learning frameworks are
proposed in several studies", "confirmed the *effectively of* using",
"causing kNN requires" -> "causing kNN to require".
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In this paper, k-Nearest Neighbor algorithm is being studied in
terms of classifying Botnet attacks within loT environment. There
are several advantages of using kNN algorithm in classification
issues such simplicity, effectiveness and robustness. However, it
does not perform well in handling large dataset such as Bot-loT
dataset that represents huge amount data of botnet attacks in loT
networks. In such case, kNN often shows lower accuracy and
longer execution time. Therefore, improving KNN performance in
classifying loT Botnet attack is the main concern in this study by
applying several feature selection techniques. The whole research
processes were conducted in Rapidminer environment using three
prebuilt feature selection techniques namely, Information Gain,
Forward Selection and Backward Elimination. After comparing
accuracy, precision, recall, F1-score and processing time, the
combination of kNN algorithm and Forward Selection technique
(kNN-FS) achieves the best results among others to enhance kNN
performance in classifying Bot-loT attacks in lotT network. Finally,
kNN-FS is then applied in Suricata IDS running on Raspberry Pi
machine, named Sukry.

The coverletter for this review report has been saved in the
database. You can safely close this window.

Authors' Responses to Reviewer's Comments (Reviewer 2)

There are several aspects of the article that could be improved.
First of all, it is recommended to improve the quality of the images.



Some of them appear blurred.

answer :We have improved the quality of images. Thank you

Secondly, in Figure 5, Figure 8, Figure 11, etc., there are two

exclamation marks that do not understand their meaning, it could

be explained if it has any value.

answer : We have corrected the figures as well , Thanks much

On the other hand, | find of great interest the implementation on
raspberry pi, however, | lack details to reproduce the experiment.
You could provide more details such as in the case of.

answer : We have described the experiment procedure in section
4.5 SUKRY Implementation , the suggested paper also cited as

new ref no 58, Thank you

Finally, the solution is very interesting and | would consider

encapsulating the solution for use as a secure design pattern. In

"Development of Applications Based on Security Patterns" a

language for the description of patterns is presented that could be

considered as a future line of work, for a more mature work.

answer : Thank you very much for the suggestion. We already

improved the discussion in section 5.
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for Authors
They make use of Rapidminer throughout the research process

using three predefined feature selection techniques (Information
Gain, Forward Selection and Backward Elimination). A comparative
study is made between F1 score and processing time, the
combination of kNN algorithm, obtaining good results of Forward
Selection technique (kKNNN-FS) achieves the best results among
others to improve the performance of kNN in classifying Bot-loT
attacks in lotT network. As a highlight of the article is the
application of Suricata IDS in a real pilot on a Raspberry Pi
machine.

There are several aspects of the article that could be improved.
First of all, it is recommended to improve the quality of the images.
Some of them appear blurred. Secondly, in Figure 5, Figure 8,
Figure 11, etc., there are two exclamation marks that do not
understand their meaning, it could be explained if it has any value.
On the other hand, | find of great interest the implementation on
raspberry pi, however, | lack details to reproduce the experiment.
You could provide more details such as in the case of.

"P2ISE: Preserving Project Integrity in CI/CD Based on Secure
Elements" in which details are shown to reproduce the experiment
concretely.

Finally, the solution is very interesting and | would consider
encapsulating the solution for use as a secure design pattern. In
"Development of Applications Based on Security Patterns" a
language for the description of patterns is presented that could be
considered as a future line of work, for a more mature work.
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In this paper, k-Nearest Neighbor algorithm is being studied in
terms of classifying Botnet attacks within loT environment. There
are several advantages of using kNN algorithm in classification
issues such simplicity, effectiveness and robustness. However, it
does not perform well in handling large dataset such as Bot-loT
dataset that represents huge amount data of botnet attacks in loT
networks. In such case, kNN often shows lower accuracy and
longer execution time. Therefore, improving KNN performance in
classifying loT Botnet attack is the main concern in this study by
applying several feature selection techniques. The whole research
processes were conducted in Rapidminer environment using three
prebuilt feature selection techniques namely, Information Gain,
Forward Selection and Backward Elimination. After comparing
accuracy, precision, recall, F1-score and processing time, the
combination of kNN algorithm and Forward Selection technique
(kNN-FS) achieves the best results among others to enhance kNN
performance in classifying Bot-loT attacks in lotT network. Finally,
kNN-FS is then applied in Suricata IDS running on Raspberry Pi
machine, named Sukry.

The coverletter for this review report has been saved in the
database. You can safely close this window.
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Although the paper covers an interesting topic that falls within the
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the paper in this form (I recommend major revision). The authors
seem to have done some good research in a very important topic,
however were not able to communicate that through writing and
discussion. The paper has many shortcomings, in my opinion - in
the following - | explain the main shortcomings in terms of
structure, objective, declaration of the problem. In addition to the
lack of clarity of the objective

answer : Thank you very much for the suggestions. We have made
extensive revision based on these recommendations as can be
seen in section 1. Introduction and section 2. Relevant Studies

Unfortunately, writing and formatting of the article are not suitable,
and required more efforts to refinement. The overall paper needs

to be rewritten. So it can be said there is a major writing issues, in
terms of grammar: use of adverbs, pronouns, gerunds, definite vs.
indefinite articles, plural and singular and pronouns. Furthermore

lack of proper punctuation makes it hard to read. Long sentences

turning into complete paragraphs!

answer : Thanks much, We have corrected language errors.

- No adequate coverage of related work, few paragraphs
embedded into the introduction and in the section 2, without
analysis or discussion

answer : We have improved section 2. Relevant Studies by
additional related references with comments and appropriate
analysis . Thank you

- The problem definition must be declared

answer : We have mentioned clearly in section 1 Introduction.
Thanks much

- Overall, the proposed schema(s) seems to be simple (specially
static one) There are no rules or rules to arrange the steps
provided in the proposed schema. | feel as though the authors
have provided a schema based on the empirical method

Pseudo code of 184 kNN algorithm is represented below depicted
in fig 4 is very trivial

answer : We have corrected it. Thanks much
A lot of paragraph and definition must be eliminated

answer : We have corrected and improved them as well . Thank
you so much

Analysis and discussion of the results not enough to validate the



prupusal

answer : We have improved the discussion in section 5. Thank you
so much for the positive feedbacks.
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Yes improved improved applicable

Does the introduction provide sufficient
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background and include all relevant references?

Is the research design appropriate? () () (x) ()

Are the methods adequately described? () (x) () ()

Are the results clearly presented? () () (x) ()

Are the conclusions supported by the results? () (x) () ()

Comments  This paper presents a solution that aims to improve the

B t.and performance of kNN algorithm specifically in 74 dealing with
uggestions . . .
for Authors BotNet loT dataset by applying feature selection techniques.

Although the paper covers an interesting topic that falls within the
scope of the journal, unfortunately | cannot recommend publishing
the paper in this form (I recommend major revision). The authors
seem to have done some good research in a very important topic,
however were not able to communicate that through writing and
discussion. The paper has many shortcomings, in my opinion - in
the following - | explain the main shortcomings in terms of
structure, objective, declaration of the problem. In addition to the
lack of clarity of the objective

- Unfortunately, writing and formatting of the article are not suitable,
and required more efforts to refinement. The overall paper needs
to be rewritten. So it can be said there is a major writing issues, in
terms of grammar: use of adverbs, pronouns, gerunds, definite vs.

indefinite articles, plural and singular and pronouns. Furthermore
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turning into complete paragraphs!

- No adequate coverage of related work, few paragraphs
embedded into the introduction and in the section 2, without
analysis or discussion

- The problem definition must be declared

- Overall, the proposed schema(s) seems to be simple (specially
static one) There are no rules or rules to arrange the steps
provided in the proposed schema. | feel as though the authors
have provided a schema based on the empirical method

Pseudo code of 184 kNN algorithm is represented below depicted
in fig 4 is very trivial

A lot of paragraph and definition must be eliminated

Analysis and discussion of the results not enough to validate the
proposal
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There are a bunch of ambiguity in the abstract:
Response: we have improved the abstract to avoid ambiguity.

The written of the paper is not justified since the problem that the paper is addressed is not clear. Please
clearly mention the pitfalls of the state of the arts research.

Response: the problem to be addressed in the study is lower performance of kNN in dealing with large size
dataset in this case Botnet dataset. This part has been added in the last part of section 1.

The superiority of the proposed scheme is not exposed and compared with the state of the arts.
Response: we already mentioned 2 previous research using kNN in section "4.4. Performance Comparison”,
in which we cited paper 42 and 43 that obtained lower kNN accuracy level than our proposal.

After the comparison with the existing research, the authors/author should explain the percentage of
improvement in comparison with the research in the literature.

Response: the percentage of difference has also been added in the same section "4.4. Performance
Comparison”

In section 1, the author fails to provide motivations of the proposed scheme. | recommend the author to
include the interesting applications of the proposed scheme.
Response: motivation of our study has been mentioned in section 1 paragraph 9.

The motivation of the practical use of the theoretic design should be clearly addressed. The best way to show
this is by practical example or explanations.

Response: Specific motivation of practical use is not our coverage since we consider main motivation (no 5)
has been clearly mentioned already.

Are there any deficiencies of the design in this paper and how to make further improvement, to make your
results less conservative?
Response: we consider the presentation of of the paper fits the scope of our study.

The author needs the help of someone whose command over the language is good to edit the paper so that
composition and grammar of the language used are correct.
Response: We have improve some English errors

The authors should add and justify (by referring to published materials) the parameters of implementation
setup.
Response: Real implementation is beyond of the scope of our study.
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Response to Reviewer 3:

The paper is interesting especially because of the 10T issue it raises. 10T infrastructure is particularly vulnerable to all
kinds of attacks. The paper addresses the selected issue of using kNN to classify 10T BotNet Attacks. | would like to
point out that the structure of the paper is generally correct. However, additions are required in several places in the
manuscript.

1. The source entries for the statements made in line 58-69 should be indicated.
Response: The source of statements in these lines are now with clear citations.

2. Section 3.1 needs improvement. Referring only to item [37] is not sufficient. There is a lack of assumptions
and precise information about the functioning of BotNet Attacks in IoT environment. There is no architecture of
the loT environment, or accurate information about the dataset on which the analysis is based. Table 1 can
refer to any network traffic and does not clearly indicate that it refers to the 10T environment. This section
needs to be expanded to clearly indicate how the adopted data maps to the 1oT BotNet Attacks.

Response: The source 37 is actually the original paper from which the dataset obtained, and we supported this
by mentioning ref no 38,39,40 and 41 in the following sentences. So, actually we have provided 5 sources to
justify the selection of dataset. In addition to Table 1, it shows all features of the BotNet IoT dataset taken
from reference no 37, so this table clearly shows whole features or attributes of the dataset.

3. There is also no information on whether and to what extent the method used has practical applications for
ongoing monitoring of attacks, whether it can be implemented in a production environment and what
requirements would be involved. From this perspective, it would be interesting to know the calculation time
and whether the proposed solution can be used for ongoing monitoring or only for historical data analysis.
Response: Practical production environment is beyond the scope of our study, therefore we do not mention it
in the paper.
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Comments and Suggestions for Authors 1

This manuscript presents already explored issues. The reviewer didn't find any new contribution in this submission. 2
Similar experiments have been reported in the literature.No novelty is found as most of the work is just rebuilding the 3
existing work. 4
5

Response to Reviewer 1: 6
We have listed contribution of the paper in the last part of section 1. These are the novelty proposed in our study. 7
In summary, the main contributions of this research are as follows: 8
o Present kNN algorithm application in classification of botnet attacks in IoT networks using huge size dataset. 9
e Implement and evaluate different feature selection techniques to kNN algorithm to achieve the best results 10

o Justify the best combination of feature selection techniques and kNN algorithm based on accuracy levels and 11
execution time. 12
e The whole implementations are applied in Rapidminer environment. 13
14
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