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equal'. SJR is a measure of scienti�c in�uence of
journals that accounts for both the number of citations
received by a journal and the importance or prestige of
the journals where such citations come from It
measures the scienti�c in�uence of the average article
in a journal it expresses how central to the global

chart shows the evolution of the average number of
times documents published in a journal in the past two,
three and four years have been cited in the current year.
The two years line is equivalent to journal impact factor
™ (Thomson Reuters) metric.

Cites per document Year Value
Cites / Doc. (4 years) 1999 0.581
Cites / Doc. (4 years) 2000 0.654
Cites / Doc. (4 years) 2001 0.814
Cites / Doc. (4 years) 2002 0.882
Cites / Doc. (4 years) 2003 0.716
Cites / Doc. (4 years) 2004 0.815
Cites / Doc. (4 years) 2005 1.099
Cites / Doc. (4 years) 2006 1.364
Cites / Doc. (4 years) 2007 1.358
Cites / Doc. (4 years) 2008 1.497

Total Cites Self-Cites

Evolution of the total number of citations and journal's
self-citations received by a journal's published
documents during the three previous years.

 
Journal Self-citation is de�ned as the number of citation
from a journal citing article to articles published by the
same journal.
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Evolution of the number of total citation per document
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citations removed) received by a journal's published
documents during the three previous years. External
citations are calculated by subtracting the number of
self-citations from the total number of citations received
by the journal’s documents.
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Neurocomputing: PDF has been built and requires approval 
1 message

Neurocomputing <neurocomputing@science.ru.nl> Wed, Jul 2, 2014 at 11:32 AM
To: makmur.saini@fkegraduate.utm.my, makmur_saini@yahoo.com.sg

Neurocomputing 
Title: A new algorithm for detection and fault classification on parallel transmission line using DWT and BPNN based on
Clarke's transformation 
Authors: Abdullah Asuhaimi, Prof; Makmur Saini, M.D; Mohd Wasir Mustafa, Prof; Ahmad Rizal Sultan, M.D 

Dear Makmur Saini, 

The PDF for your submission, "A new algorithm for detection and fault classification on parallel transmission line using
DWT and BPNN based on Clarke's transformation" has now been built and is ready for your approval. Please view the
submission before approving it, to be certain that it is free of any errors. If you have already approved the PDF of your
submission, this e-mail can be ignored. 

To approve the PDF please login to the Elsevier Editorial System as an Author: 

http://ees.elsevier.com/neucom/ 
Your username is: makmur.saini@fkegraduate.utm.my 

Then click on the folder 'Submissions Waiting for Author's Approval' to view and approve the PDF of your submission.
You may need to click on 'Action Links' to expand your Action Links menu. 

You will also need to confirm that you have read and agree with the Elsevier Ethics in Publishing statement before the
submission process can be completed. Once all of the above steps are done, you will receive an e-mail confirming receipt
of your submission from the Editorial Office. For further information or if you have trouble completing these steps please
go to: http://help.elsevier.com/app/answers/detail/a_id/88/p/7923. 

Please note that you are required to ensure everything appears appropriately in PDF and no change can be made after
approving a submission. If you have any trouble with the generated PDF or completing these steps please go to:
http://help.elsevier.com/app/answers/detail/a_id/88/p/7923. 

Your submission will be given a reference number once an Editor has been assigned to handle it. 

Thank you for your time and patience. 
Kind regards, 
Editorial Office 
Neurocomputing 

****************************************** 
For further assistance, please visit our customer support site at http://help.elsevier.com/app/answers/list/p/7923. Here you
can search for solutions on a range of topics, find answers to frequently asked questions and learn more about EES via
interactive tutorials. You will also find our 24/7 support contact details should you need any further assistance from one of
our customer support representatives. 

http://ees.elsevier.com/neucom/
mailto:makmur.saini@fkegraduate.utm.my
http://help.elsevier.com/app/answers/detail/a_id/88/p/7923
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NEUCOM-D-14-01258 
4 messages

Neurocomputing <ees.neucom.0.2f4529.6e959e29@eesmail.elsevier.com> Sat, Feb 14, 2015 at 5:22 AM
To: makmur.saini@fkegraduate.utm.my, makmur_saini@yahoo.com.sg
Cc: abdullah@fke.utm.my, wasir.mustafa@fke.utm.my, rizal.sultan@fkegraduate.utm.my

Ref.:  Ms. No. NEUCOM-D-14-01258 
A new algorithm for detection and fault classification on parallel transmission line using DWT and BPNN based on
Clarke's transformation 
Neurocomputing 

Dear Mr. Saini, 

Please find below the referee reports. Based on these and the corresponding recommendation of the associate editor, I
have to inform you that your paper 

A new algorithm for detection and fault classification on parallel transmission line using DWT and BPNN based on
Clarke's transformation with manuscript number: NEUCOM-D-14-01258 

in its present form cannot be accepted for publication in Neurocomputing. 

However, I would very much like to invite you to revise your paper, seriously taking into account the comments of the
reviewers, and to resubmit your revised version by 03/27/2015 (mm/dd/yy). Any revision received after that may be
treated as a new submission. 

To submit your revision, go to http://ees.elsevier.com/neucom/ and log in as an Author. You will see a menu item call
Submission Needing Revision. Here you will also find your submission record. 

The revised material should consist of the source files that have been used (i.e., the separate text and figure files; these
will be used for the eventual typesetting of the paper). If the source files do not result in a complete EES-generated PDF
(which you will need to view and approve in order to complete the submission), please replace those files with a single
PDF version of the complete paper. If the paper is eventually accepted for publication, the publisher will ask you to supply
the source files outside of the system. 

Please also remember to supply a photo and short biographical text for each author. 

***  Please note: once a paper is accepted we do not accept any changes to the author list or sequence of authors.
Therefore, in the case of multiple authors, please take this into account when submitting your revision, and make sure
that you include the correct author list in the text of your manuscript. *** 

Finally, please state in a separate document the changes that you made in response to the reviewer's comments and
upload them as "revision notes". 

Please note that this journal offers a new, free service called AudioSlides: brief, webcast-style presentations that are
shown next to published articles on ScienceDirect (see also http://www.elsevier.com/audioslides). If your paper is
accepted for publication, you will automatically receive an invitation to create an AudioSlides presentation. 

Sincerely, 

Tom Heskes 
Editor in Chief 
Neurocomputing 

Editor's and Reviewers' comments: 

Associate Editor: Two independent review reports have been collected. They raise quite a few issues, from both technical
and writing aspects. The authors are suggested to carry out a thorough revision, addressing each reviewer's concerns
adequately. 

http://ees.elsevier.com/neucom/
http://www.elsevier.com/audioslides
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Dr. Jasrul Jamani Bin Jamian
Senior Lecturer

Faculty of Electrical Engineering

Reviewer #1: This paper presents a method for fault type classification and fault location based on wavelet transform and
intelligent techniques. In general, the work is meaningful. To further improve the qulity of the paper, the following points
need to be clarified or addressed: 
- The title of Fig. 1 should be changed to "Fault type classification flowchart", since it does not include fault location. 
- Grammar may be improved. 
- In fig. 2, the numbering for different layers needs to be improved. For example, for the input layer, it reads '1 2 12', which
should be changed to '1, 2, ..., 12'. 
- Section 5.1 is confusing. The title says 'fault location and classification'. But the content only has fault classification, and
does not contain fault location". Please clarify. 
- The following reference is relevant. Please add it. 
  Thai Nguyen and Yuan Liao, "Transmission line fault type classification based on novel features and neuro-fuzzy
system," Electric Power Components and Systems, vol. 38, no. 6, pp. 695-709, April 2010. 

Reviewer #3: This manuscript presents a new algorithm for fault detection and classification using discrete wavelet
transform (DWT) and back-propagation neural network (BPNN) based on Clarke's transformation on parallel
transmission. There are several concerns should be revised in this manuscript. 
1. The Abstract should be revised. In Abstract, this manuscript should describe the role of the BPNN. 
2. The title of Section 2 should be revised as "Related works" or "Literature review". Section 3 "Overview of Wavelet
Transform" and Section 4 "Overview of Artificial Neural Networks" should be merged into Section 2. Moreover, the
introduction of BPNN is well known, it should be simplified. 
3. This manuscript should survey more related literature in the past five years. 
4. This manuscript should carefully check mathematical symbols. Mathematical variables should be Italic font. 
5. The title of Section 5 should be revised as "The proposed algorithm". 
6. This manuscript uses a BPNN to perform classification task. The performance index "classification error" should be
considered. Meanwhile, the statistical test should be performed for experimental results. 
7. This manuscript should compare the experimental results obtained using the proposed algorithm with those obtained
using other alternative neural computing approaches. 

Makmur Saini <makmur.saini@fkegraduate.utm.my> Sat, Feb 14, 2015 at 6:56 AM
To: jasrul jamian <jasrul@fke.utm.my>

 Assalamu Alaikum 

Yth Bapak DR. Jasrul  

Maaf sebelumnya inci , bila ada masa saya mau jumpa dengan inci, diskusi tentang paper ini, saya disuruh revisi sampai
27 -3-2014, inci sudah ada pengalaman di journal Neurocompuiting , mudah-mudahan bileh  juga ikut jejak pak doktor di
terima di jounal neurocompuiting . terima kasih  

Best Regards 

Makmur Saini
[Quoted text hidden]

jasrul jamian <jasrul@fke.utm.my> Sat, Feb 14, 2015 at 7:23 AM
To: Makmur Saini <makmur.saini@fkegraduate.utm.my>

salam...

boleh... jumpa saya isnin ini..
[Quoted text hidden]
--  
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Makmur Saini <makmur.saini@fkegraduate.utm.my>

Submission Confirmation for NEUCOM-D-14-01258R1 
1 message

Neurocomputing <ees.neucom.0.2f7a28.b1e13419@eesmail.elsevier.com> Mon, Feb 23, 2015 at 3:29 PM
To: makmur.saini@fkegraduate.utm.my, makmur_saini@yahoo.com.sg
Cc: abdullah@fke.utm.my, wasir.mustafa@fke.utm.my, rizal.sultan@fkegraduate.utm.my, rahimnav@gmail.com

Ref.:  Ms. No. NEUCOM-D-14-01258R1 
A new algorithm for detection and fault classification on parallel transmission line using DWT and BPNN based on
Clarke's transformation 
Full Length Article (FLA) 

Dear Mr. Saini, 

We have received your revised version. I hope to get back to you soon with my decision. 

In the meantime you may check the status of your manuscript by logging onto Elsevier Editorial at http://ees.elsevier.com/
neucom/ as an author. 

Kind regards, 

Neurocomputing 

For further assistance, please visit our customer support site at http://help.elsevier.com/app/answers/list/p/7923 Here you
can search for solutions on a range of topics, find answers to frequently asked questions and learn more about EES via
interactive tutorials. You will also find our 24/7 support contact details should you need any further assistance from one of
our customer support representatives. 

http://ees.elsevier.com/neucom/
http://help.elsevier.com/app/answers/list/p/7923
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View Letter

Close

Date: 05/10/2015
To: "Makmur Saini" makmur.saini@fkegraduate.utm.my,makmur_saini@yahoo.com.sg
cc: ;abdullah@fke.utm.my;wasir.mustafa@fke.utm.my;rizal.sultan@fkegraduate.utm.my;rahimnav@gmail.com
From: "Neurocomputing" ees.neucom.0.312625.3e17520c@eesmail.elsevier.com
Subject: NEUCOM-D-14-01258R1

Ref.: Ms. No. NEUCOM-D-14-01258R1 
A new algorithm for detection and fault classification on parallel transmission line using DWT and BPNN based on
Clarke's transformation 
Neurocomputing 
 
Dear Mr. Saini, 
 
Please find below the referee reports. Considering these comments and the corresponding recommendation of the
associate editor, I am very pleased to inform you that your paper 
 
A new algorithm for detection and fault classification on parallel transmission line using DWT and BPNN based on
Clarke's transformation with manuscript number: NEUCOM-D-14-01258R1 
 
has been accepted for publication in Neurocomputing. Many congratulations! 
 
We will check the files of your manuscript to see whether we have all the information needed to forward your paper
to Elsevier. If not we will get back to you and ask you for the information we need. 
 
If you have not yet supplied the source files for this paper (i.e., the individual text and figure files, as well as files
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a b s t r a c t

This paper presents a new algorithm for fault detection and classification using discrete wavelet
transform (DWT) and back-propagation neural network (BPNN) based on Clarke’s transformation on
parallel transmission. Alpha and beta (mode) currents generated by Clarke’s transformation were used to
convert the signal of discrete wavelet transform (DWT) to get the wavelet transform coefficients (WTC)
and the wavelet energy coefficient (WEC). Daubechies4 (Db4) was used as a mother wavelet to
decompose the high frequency components of the signal error. The simulation was performed using
PSCAD/EMTDC for transmission system modeling. Simulation was performed at different locations along
the transmission line with different types of fault and fault resistance, fault location and fault initial
angle on a given power system model. Four statistic methods utilized are in the present study to
determine the accuracy of detection and classification faults. The results show that the best Clarke
transformation occurred on the configuration of 12-24-48-4, respectively. For instance, the errors using
mean square error method, the errors of BPNN, Pattern Recognition Network and Fit Network are
0.03721, 0.13115 and 0.03728, respectively. This indicates that the BPNN results are the lowest error.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Parallel transmission lines have been widely used in modern
power systems to improve power transfer, reliability and security for
the transmission of electrical energy. The possibility of different
configurations of parallel lines, combined with mutual coupling eff-
ects, makes their protection a challenging problem, therefore a fast
and reliable protection is needed for rapid fault detection and accurate
estimation of fault location errors. This is vital to support the
maintenance and restoration services to improve the continuity and
reliability of supply. Therefore, a parallel transmission line requires
special consideration in comparison with the single transmission line,
due to the effect of mutual coupling on the parallel transmission line.
It must also comply with the standards of IEEE.STD.114 2004 [1]. One
major advantage of parallel transmission is availability of transmission
network during and after the fault.

This paper applies discrete wavelet transform (DWT) and back-
propagation neural network (BPNN) using Clarke’s transformation
to determine the fault detection and classification on the parallel
transmission line. This study presents a different approach called
alpha-beta transformation based on Clarke’s transformation;
which is also a transformation of a three-phase system into a
two-phase system [2,3], where the result of the Clarke’s transfor-
mation is changed into discrete wavelets transform.

Recently, some applications of wavelet transforms in power
systems are power system protection, power system transients,
partial discharge, transformer protection and condition monitor-
ing. Among all, the power system protection continues to be a
major application area of wavelet transform in power systems [4],
while Artificial Neural Network (ANN) continues as an efficient
pattern recognition, classification and generalization tool that
motivates many algorithms based on ANN to be used for fault
detection and classification [5]. In recent years, the combination of
ANN and wavelet has been applied on researches regarding
various power system planning and operation problems [6,7], as
well as power quality [8], fault classification [9], state estimation
and control system [10,11].
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This paper presents the development of a new decision algorithm
for use in the protective relay for fault detection and classification. In
this method, fault conditions are simulated using EMTDC/PSCAD [12].
Current waveforms obtained from the simulation are then extracted
using Clarke transformation and wavelet transformation. Decision
algorithm, therefore, is built based on back-propagation neural net-
work. In this study, the validity of the proposed algorithm had been
tested using various initial error angles, location and broken phase
errors. In addition, the results of the proposed algorithms
were compared with and without wavelet transform based Clarke
transformation.

2. Related works

2.1. Clarke’s transformation

2.1.1. A phase to modal transformation
The phase-modal transforms is usually applied to decouple

three phase systems, relative to the Clarke’s transform-based
phase-modal transformation adopted in this study. The Clarke’s
transform is formulated as follows [13,14]:
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where a, b, c represent the current values of the phase A, B, C
respectively; and α, β, 0 represent the modal values. The coeffi-
cients of the above matrix are real numbers, so the values of the
modal can be deduced from the instantaneous sampling values of
the three phases. The matrix of the Clarke’s transformation is a
full-order matrix. Modal α represents the line-modal between
phase A and phase B, while modal β represents the line-modal
between phase A and phase C. In order to represent the line-modal
between phase B and phase C, modal γ is proposed.
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2.1.2. Fault characterization under Clarke’s transformation
2.1.2.1. Single line of ground fault. Suppose a line to ground fault
(AG), assuming the grounding resistance is zero, then the
instantaneous boundary conditions will be:

Ib ¼ Ic ¼ 0 and Va ¼ 0 ð3Þ

Then, the boundary condition instantaneous will be:

Iα ¼ 2
3
Ia ; Iβ ¼ 0; Iγ ¼ �2

3
Ia and I0 ¼ 1=3Ia ð4Þ

2.1.2.2. Line to line fault. Suppose the line to line fault (AB),
assuming the grounding resistance is zero, then the instant-
aneous boundary conditions will be:

Ic ¼ 0; Ia ¼ � Ib and Va ¼ Vb ð5Þ

Then the boundary condition instantaneous will be:

Iα ¼ Ia; Iβ ¼ �1
3

ffiffiffi
3

p
Ib; Iγ ¼ � Ia�1=3

ffiffiffi
3

p
Ib and I0 ¼ 0 ð6Þ

2.1.2.3. Line to line to ground fault. Suppose line to line to ground
fault (BCG), assuming the grounding resistance is zero, then the
instantaneous boundary conditions will be:

Ia ¼ 0; Ib ¼ Ic and Vb ¼ Vc ¼ 0 ð7Þ

Then, the boundary condition instantaneous will be:

Iα ¼ �1
3
Ib�

1
3
Ic; Iβ ¼

1
3

ffiffiffi
3

p
Ib�

1
3

ffiffiffi
3

p
Ic; Iγ ¼ 1=3Iaþ1=3Ibþ1=3

ffiffiffi
3

p
Ib

�1=3
ffiffiffi
3

p
Ic and I0 ¼

1
3
Ibþ

1
3
Ic ð8Þ

2.1.2.4. Three phase fault. Suppose three phase fault (ABC), assuming
the grounding resistance is zero, then the instantaneous boundary
conditions will be:

Iaþ Ibþ Ic ¼ 0 and Vaþ Vbþ Vc ¼ 0 ð9Þ

Then, the boundary condition instantaneous will be:

Iα ¼
2
3
Ia�

1
3
Ib�

1
3
Ic; Iβ ¼

1
3

ffiffiffi
3

p
Ib�

1
3

ffiffiffi
3

p
Ic; Iγ ¼ �2

3
Iaþ

1
3
Ib�

1
3

ffiffiffi
3

p
Ib

þ1
3
Icþ

1
3

ffiffiffi
3

p
Ic and I0 ¼ 0 ð10Þ

Table 1 summarizes the characteristics of various different faults
based on Clarke’s transformation, based on the above equations.

2.2. Wavelet transform

2.2.1. Discrete wavelet transform
Wavelet transformation is defined as the decomposition of a

signal by a function, φa ðtÞ which is deleted and translated by the
so-called mother wavelet. The mother wavelet’s function can be
written as follows [15,16]:

φabðtÞ ¼
1ffiffiffi
a

p φ
t�b
a

� �
ð11Þ

where a is the dilation parameter (a ε Real) and b is a translation
parameter (b ε Real). Parameter a indicates the width of the
wavelet curve when the value of a wider magnified wavelet curve
is diminished as the curve gets smaller, while parameter curve b
shows the localization of wavelet centered at t¼b. The detection of
fault of discrete wavelet transformed (DWT) is required so that the
equation becomes [17,18];

φabðtÞ ¼ 2j=2 φ 2jð a�bÞ
� �

; j:kAZ ð12Þ

Variables j and k are integers that scale the shifts of the mother
wavelet function, to produce the types of mother wavelet as Syms
and Haar wavelet. The width of a wavelet is shown by scale a, and
the position is indicated by wavelet scale b.

Discrete Wavelet Transformation (DWT) is a method used to
decompose the input signal, and the signal is analyzed by giving
treatment to the wavelet coefficients. The decomposition process
involves two filters, which are low-pass filter and a high-pass filter
[19]. The results, obtained in the form of cA approximation signal
and detail signal cD, as equations:

δhigh k
� �¼X

n
X n½ �:g 2k�n

� �
: ð13Þ

δlow k
� �¼X

n
X n½ �:h 2k�n

� �
: ð14Þ

where δhigh k
� �¼Output of high-pass filter and δlow k

� �¼Output of
low-pass filter.
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2.2.2. Wavelet energy
The wavelet energy coefficient is obtained from the sum of

square of detailed wavelet transform coefficients [20]. The wavelet
energy coefficient varies over different scales depending on the
input signals. The wavelet energy coefficient can be defined as
follows:

E s tð Þð Þ ¼
XN

j ¼ 1
ajc2j ð15Þ

with suitable scaling coefficients, aj, for the coefficient, cj, obtained
from the equivalent signals (t). The energy of the signal is limited
mostly in the estimation part and a little in the detail part [21]. For
example, the estimated coefficient at the first-level contains much
more energy than the other coefficients at the same level of the
decomposition tree. Because the faulty signals have high fre-
quency components, it is more typical to use wavelet energy
coefficient [22].

2.3. Artificial neural network (ANN)

The concept of ANNs has been around since the 1950s, which
biologically inspires the view of the human brain as a processor using
interconnected neurons. ANN represents a connection to the brain,
such as artificial neurons that are interconnected and adaptive to the
output of other connected nodes that have modified parameters [23].
ANN is widely used in engineering fields such as telecommunications,
medical, control and power systems [24]. ANN training is necessary to
associate the correct output response to a particular input pattern.
Once properly trained, an ANN has the ability to generalize the similar
moment, but not identical pattern introduced to the network [25].
One of the most popular neural networks is Back Propagation Neural
Network (BPNN) method, commonly used to solve many nonlinear
problems, but the original BP network used to suffer primarily from a
lack of convergence, because they used to get stuck in a local
minimum. Over the years, different variations of BPNN improvement
have been proposed to specifically address several important issues,
namely reducing the convergence time, ease the computational
burden, reducing memory requirements and so on [26].

2.3.1. Architecture of BPNN
Feed-forward neural network architecture layers are shown in

Fig. 2. This architecture consists of one input layer, two hidden layer
and one output layer. It may have one or more hidden layers. All layers
are fully connected and feed-forward type. The output is a nonlinear
function of the input, and is controlled by the weights calculated
during the learning process. The learning process uses supervised
learning paradigm which is back propagation. In Back-Propagation
(BP) training process, the activation function is restricted and

differentiated. The most common function is the sigmoid. It is bound
between the minimum (0) and maximum (1). Before the signal is
passed to the next layer of neurons, each neuron summed output is
scaled by this function [27].

2.3.2. BPNN algorithm
In general, the neural network is divided into two parts: training

and testing. Training is a learning process of the neural network
system that governs how the input values and the output are mapped
to obtain the appropriate model, while testing is a process of testing
the accuracy of the model obtained from the training process [27].
Back-propagation neural network (BPNN) is a trained network to
obtain a balance between the ability of the network to recognize the
patterns used for training, as well as the network’s ability to provide
the correct response to the input pattern similar to the style employed
during training. Back-propagation training includes the following
3 steps:

1. Step I: Feed forward
During the forward propagation, the value of the input ðxiÞ and
the output of each unit of the hidden layer ðzjÞ will be
propagated to the hidden layer is defined using activation
function, and so on to generate the output value of the network
ðykÞ. Next, the output value of the network ðykÞ will be
compared with the target to be achieved ðtkÞ. Difference of
tk–yk is the error that occurs. If this error is smaller than the
tolerance limit, the iteration is stopped. However, if the error is
greater than the tolerance limit, the weight of each line in the
network will be modified to reduce the errors.

2. Step II: Back-propagation
Based on the error tk–yk, calculated factor δk (k¼1, 2,…, m)
which is used to distribute the error in the unit yk to all hidden
units will be connected directly with yk. δk is also used to
change the line weight, directly related to the output unit. In a
similar way, the δj factor is calculated in each unit in the hidden
layer as a basis weight of all the changes in the layer below,
until all the factors δ in hidden units directly related to the
input units have been computed.

3. Step III: Changes in weight
After all δ factors have been calculated, the weights of all the
lines will be simultaneously modified, according to changes in
weight of a line based on the factor δ in the upper layer
neurons. For selecting models of fault detection and classifica-
tion, Mean Absolute Error (MAE), Mean Squared Error (MSE),
Standard Error (SE) and Variance Error (VE) are used. The best
model is the model that has the smallest value of MAE, MS, SE
and VE.

Table 1
Characteristics of various different faults based on Clarke’s transformation.

Type fault α-Modal β-Modal 0-Modal γ-Modal

AG 2=3 Ia 0 1/3Ia �2=3 Ia
BG � 1=3 Ib 1/3

ffiffiffi
3

p
Ib 1=3 Ib 1=3 Ib ð1þ

ffiffiffi
3

p
Þ

CG � 1=3 Ic � 1/3
ffiffiffi
3

p
Ib 1=3 Ic 1=3 Ic ð1�

ffiffiffi
3

p
Þ

AB Ia � 1/3
ffiffiffi
3

p
Ib 0 � Ia� 1/3

ffiffiffi
3

p
Ib

BC 0 2/3
ffiffiffi
3

p
Ib 0 � 2/3

ffiffiffi
3

p
Ib

AC � Ic � 1/3
ffiffiffi
3

p
Ic 0 Ic� 1/3

ffiffiffi
3

p
Ic

ABG 2=3 Ia� 1=3 Ib 1/3
ffiffiffi
3

p
Ib 1/3Iaþ1=3 Ib �2=3 Iaþ1=3 Ib þ 1/3

ffiffiffi
3

p
Ib

BCG �1/3Ia�1=3 Ib 1/3
ffiffiffi
3

p
Ib�1/3

ffiffiffi
3

p
Ic 1/3Ibþ1=3 Ic 1/3Iaþ1=3 Ibþ1/3

ffiffiffi
3

p
Ib�1/3

ffiffiffi
3

p
Ic

CAG 2=3 Ia� 1=3 Ic � 1/3
ffiffiffi
3

p
Ic 1/3Iaþ1=3 Ic �2=3 Iaþ1=3 Ic � 1/3

ffiffiffi
3

p
Ic

ABC 2
3 Ia�1

3 Ib�1
3 Ic 1/3

ffiffiffi
3

p
Ib�1/3

ffiffiffi
3

p
Ic 0 �2

3 Iaþ1
3 Ib�1

3

ffiffiffi
3

p
Ibþ 1

3 Icþ1
3

ffiffiffi
3

p
Ic
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3. The proposed algorithm

3.1. Fault classification using wavelet principle

As mentioned earlier, this paper proposes a new algorithm for fault
classification using wavelet based on Clarke’s transformation to obtain
the fault current. By considering the frequency band of the fault-
induced discrete wavelet transformed (DWT), on the transmission
lines, the current signals are sampled at the sampling rate of 200 kHz.
The Clarke’s modal transformation will then be used to decouple the
three-phase currents. The current modal components are shown in
Eq. (1). The signal is first passed through the high-pass filter and low-
pass filters, and then half of each output is taken as sampling, down
through the sampling operation. This is called decomposition first
level process, done in the frequency range of 100–200 kHz. Consider-
ing these factors, DWT under second, third, and fourth scales are then
adopted. When the highest frequency that could be obtained is 50–
100 kHz, 25–50 kHz and 12.5–50 kHz can be used in the algorithm.

The features used to distinguish between internal and external
disturbances of the parallel transmission lines are protected.
Proposed algorithm fault discrimination, the α and β modal
components covers all of the possible fault types in each of the
parallel circuit. To cover the inter-circuit faults as well, the γ-modal
component of the current signals is defined as follows:

Iγ ¼ �2=3 Iaþ1=3ð1þ
ffiffiffi
3

p
ÞIbþ1=3ð1�

ffiffiffi
3

p
Þ Ic ð16Þ

The magnitude of the current gamma of each different type of
fault can be seen in Table 1.

The fault discrimination criteria are defined as follows:

Iα1
Iα2

				
				41 or

Iβ1
Iβ2

				
				41 Fault Internal Circuit 1 ð17Þ

Iα2
Iα1

				
				41 or

Iβ2
Iβ1

				
				41 Fault Internal Circuit 2 ð18Þ

Iα1
Iα2

				
				¼ 1 or

Iβ1
Iβ2

				
				¼ 1 Fault External ð19Þ

where Iα1 and Iβ1 denote the modulus maxima of the modal
components for the first circuit currents, and Iα2 and Iβ2 denote
those of the second circuit.

The protection technique should be able to classify the faulted
phase for single-phase-to-ground faults [28]. Fig. 1 illustrates the
proposed fault-type classification algorithm that uses the modal
components of the current signals. In the case of single-phase-to-
ground faults, two of the modal components that include the faulted
phase should have almost the same amplitude and the other modal
component should be zero, as follows:

Sα
Sγ

þ1oA and Qα�Q γrA ) AG fault ð20Þ

Sγ
Sβ�Sα

�1oA and Q γ–ðQαþ QβÞrA ) BG fault ð21Þ

Sβ
SαþSγ

�1oA and Qβ–ðQαþ Q γÞrA ) CG fault ð22Þ

The algorithm will continue to determine the faulted phases
involved in a multiple-phase fault. In the case of line of line faults,
the criteria are as given in (25)–(26):

Sγ
Sα�Sβ

þ1oϑ and Q γ–ðQαþ QβÞrϑ ) AB fault ð23Þ

Sα
Sγ�Sβ

þ1oϑ and Qα–ðQβþ Q δÞrϑ ) AC fault ð24Þ

Sβ
Sγ

�1oϑ and Q β�Q γ r ϑ ) BC fault ð25Þ

where Sα, Sβ , Sγ represent the sums of fourth level detail
coefficients wavelet of line currents Iα , Iβ and Iγ ; respectively.
Similarly, Qα, Q β and Q γ represent the sums of absolute values of
fourth level detail coefficients wavelet of line currents Iα , Iβ and Iγ ,
respectively.

By determining the fault classification, as shown in Fig. 1, the
fault classification will be divided into 2 categories, which are
ground and unground. If the current is near zero at the threshold
of interference, it would be unground fault, otherwise if the
current S0 is greater than the specified threshold limit, it would
be the ground fault. The unground fault is the line to line fault,
while the threshold limit is given for termination criteria σ¼0.02,
while the ground is divided into 2, which are lined to ground fault
with the given threshold ε¼0.03, and the line to line to ground
fault with the given threshold δ¼0.05 for termination criteria [29].

3.2. Fault detection and classification using DWT and BPNN principle

The design process of the proposed fault detection and classi-
fication algorithm for parallel transmission lines goes through the
following steps:

(1) Finding the input to the Clarke transformation and wavelet
transform. The signal flow of PSCAD is then converted into m.
files (n. M)

(2) Determining the data stream interference, where the signal is
transformed by using Clarke’s transformation to convert the
transient signals into the signal’s basic current by means of Eq.
(2)

(3) Input signals are analyzed by DWT for extracting the informa-
tion of the transient signal in the time and the frequency
domain [30].

(4) Selection of a suitable BPNN topology and structure for a given
application.

(5) Training of BPNN and validation of the trained BPNN to check
its correctness in generalization.

Line currents Ia, Ib and Ic at a frequency of 50 Hz measured
simultaneously by PSCAD delivery at the end of the line are then used
to classify the type of errors between LG, LL, LLG, LLL and healthy
(normal) condition after using Clarke’s transformation to get the
current modes Iα and Iβ . As indicated in previous studies, the
Daubechies mother wavelet has a good ability to capture the transient
and time-frequency feature extraction for power system fault [29]. In
the proposed algorithm, ‘Db4’ mother wavelet is used to get the DWT
coefficients for the classification of different types of fault. By using the
detail coefficients wavelet of various parameters, namely S0; Sα, Sβ ,
Sγ ,Q0, Qα, Qβ and Q γ will then be calculated where S0, Sα, Sβ and Sγ
represent the sum of the four levels of detail coefficients of mode
currents I0, Iα , Iβ and Iγ , respectively, while Q0, Qα , Q β and Q γ

represent the sum of the absolute value of the coefficient of the
fourth-level detail mode currents I0, Iα, Iβ and Iγ , respectively, and
wavelet energy E0, Eα, Eβ and Eγ represent the sum of the four levels of
energy wavelet of mode currents I0, Iα, Iβ and Iγ .

The input of BPNN training consists of detail coefficients wavelet
and wavelet energy. The combination of different fault conditions that
must be considered and training patterns are required to be generated
by simulating various types of faults on parallel transmission. There-
fore, the type of fault, fault location, fault resistance and fault inception
can be determined.

ANN architecture is used so that it will be able to recognize and
classify all the possible operating conditions of parallel transmission,

A. Asuhaimi Mohd Zin et al. / Neurocomputing 168 (2015) 983–993986



and then provide a trip signal whenever the fault is identified. In this
proposed scheme, different architectures have been considered [30].
The set of inputs used were 12 samples of output current signals of
parallel transmission. Two hidden layers were taken and the number
of neurons was varied as hidden 1 from 6 to 24, hidden 2 from 12
from 48 results and the set output 4, as shown in Fig. 2.

4. Simulation result and analysis

4.1. Data simulation

In this study, the system was connected with the sources at each
end, as shown in Fig. 3. This system was simulated using PSCAD/
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Fig. 1. Fault classification flowchart.
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EMTD. For the case study, the simulation was modeled on a 230 kV
double circuit transmission line, which was 200 km in length.

4.1.1. Transmission data

Sequence impedance ohm/km.
Transmission line Z1¼Z2¼0.03574þ j 0.5776 Ω/km
Z0¼0.36315þ j 1.32.647 Ω/km
Source A and B Z1¼Z2¼Z0¼9.1859þ j52.093 Ω
Fault starting¼0.22 s duration in fault¼0.15 s

After calculating the parameters, the training sample of the
detail coefficients wavelet various parameters, namely S0; Sα, Sβ ,
Sγ , Q0, Qα, Qβ , Q γ and wavelet energy E0, Eα , Eβ and Eγ for various
types of faults were set as input variables to build neural network.
The data sets were created by considering different operating
conditions, i.e. the different values of inception angles ranging
between 0 and 180 degrees, different values of fault resistances
between 0 and 200 Ω and different fault distances from 0 to
200 km.

Fault Type: AG, BG, CG, ABG, BCG, ACG, AB, BC, AC, and ABC
Fault Location (distance) for training and testing: 25, 50, 75,

100, 125, 150 and 175 km
Fault Resistance ðRf Þ for training and testing: 0.001,25, 50, 75,

100, 125, 150, 175 and 200 Ω
Fault Inception Angle for training and testing: 0, 15, 30, 45, 60,

90, 120, 150 and 180 degrees
The proposed DWT and BPNN were able to accurately distin-

guish between the ten possible categories of faults. The truth table
representing the faults and the ideal output for each of the faults is
illustrated in Table 2.

The filtered wavelet coefficients detail of the currents is shown
in Fig. 4. By using the rules aforementioned, the first and last
faulted samples were 105 , respectively, for a sampling frequency
of 200 kHz.

4.2. Simulation results for type of fault, distance, resistance and
inception angle using mother wavelet Db4

As shown in Table 3, the simulations showed the effect of the
variation of fault inception angle, ranging from 30 degrees to 150
degrees, with variations in fault resistance of 75 Ω and 100 Ω in
various types of fault and fault distance. Meanwhile, the threshold
obtained in line to ground disturbance (AG) at a fault distance of
150 km, fault resistance 75 Ω and fault inception angle 60 degrees
were δ¼0.00007; this was greater than the threshold set on the
fault line to line to ground of δ¼0.05, as it was connected to the
ground. The double line to ground fault (BCG) at a fault distance of
75 km, fault resistance 100 Ω and fault inception angle of 90
degrees obtained a threshold of σ¼0.000012, smaller than the
threshold set of σ¼0.02. Table 4 shows that if the fault inception
angle was enlarged, then the fault current would increase, except
for fault three-phase (ABC), which had results of Iα1/Iα2 and Iβ1/Iβ2 ,
between 1.2 and 3, indicating that the fault was an internal fault
circuit 1. The fault classification algorithms signified that the
proposed algorithm is accurate and precise
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Fig. 3. One line diagram of the simulated transmission system.

Table 2
Binary coding of ANN output.

Fault
type

Phase A output
1

Phase B output
2

Phase C output
3

Ground G output
4

AG 1 0 0 1
BG 0 1 0 1
CG 0 0 1 1
ABG 1 1 0 1
ACG 1 0 1 1
BCG 0 1 1 1
AB 1 1 0 0
AC 1 0 1 0
BC 0 1 1 0
ABC 1 1 1 0
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4.3. Simulation results of using DWT and BPPN with/without Clarke’s
transformation

Discreet combination (A–B–C–G) of faults classification
obtained by defining 1 for values greater than 0.6 and 0 for values
less than 0.4. The simulation results are shown in Tables 4–6. Error
percentage of combination using pre-processing Clarke’s transfor-
mation compared to without Clarke’s transformation calculated as
follows;

Percentage of MSE Validity¼MSE WoTCð Þ –MSEðWiTCÞ
MSE WoTCÞ � 100%ð ð26Þ

Percentage of MAE Validity¼MAE
WoTCÞ –MAEðWITCÞ
MAE WoTCð Þ � 100%

�
ð27Þ

where MSE (WoTC) is mean square error (MSE) without transfor-
mation Clarke’s, MSE (WiTC) is mean square error (MSE) with
transformation Clarke’s, MAE (WoTC) is mean absolute error (MSE)
without transformation Clarke’s, MAE (WiTC) is mean absolute
error (MSE) With Transformation Clarke’s.

Simulation result of fault detection and classification using
DWT and BPPN deliver good results when analyzed with pre-
processing using Clarke’s transformation and architecture combi-
nation of 12-6-12-4 (12 neurons in the input layer, 2 hidden layer
with 12 and 6 neurons in them, respectively and 4 neurons in the
output layer). The results are as follows: without Clarke’s trans-
formation, the mean square error (MSE) was 0.07766 and the
mean absolute error (MAE) was 0.171058, and with Clarke’s
transformation, the MSE was 0.072245 and MAE was 0.150773.
Percentage of MSE Validity shows less about 6.972% and MAE less
about 11.883% compared to without pre-processing Clarke’s trans-
formation as shown in Table 4.

Table 5 shows the effects of variations in the resistance of 25 Ω
and 50 Ω with fault inception angle at 15 and 45 degrees with
varying distances, training performance plot of the neural network
12-12-24-4 (12 neurons in the input layer, 2 hidden layer with 12
and 24 neurons in them, respectively, and 4 neurons in the output
layer).

The results of DWT and BPNN training are as follows: without
Clarke’s transformation, MSE was 0.056214 and MAE was
0.154754, with Clarke’s transformation, the MSE was 0.053876
and MAE 0.150301. Percentage of MSE Validity shows less about
4.159% and MAE less about 2.877% compared to without pre-
processing Clarke’s transformation.

Simulation result of fault detection and classification using
DWT and BPPN deliver good results when analyzed with pre-
processing using Clarke’s transformation and architecture combi-
nation of 12-24-48-4 (12 neurons in the input layer, 2 hidden
layers with 24 and 48 neurons in each and 4 neurons in the output
layer). Table 6 shows the result without Clarke’s transformation,
where MSE was 0.055139 and MAE was 0.121617, whereas with
Clarke’s transformation, the MSE was 0.037218 and MAE was
0.119521. Percentage of MSE Validity shows less about 32% and
MAE less about 1.7% compared to without pre-processing Clarke’s
transformation. The results above show that using Clarke’s trans-
formation will produce better result.

4.4. Comparison with the BPNN and pattern recognition network
(PRN} based fault classification

The comparison of BPNN and PRN based classifier for type of
fault is verified and classification result are summarised as shown
in Table 7.

Fig. 4. Level 4 DWT coefficients of the fault currents (AB): (a) Clarke’s signal current (a) α; (b) β; and (d) zero-sequence component.

A. Asuhaimi Mohd Zin et al. / Neurocomputing 168 (2015) 983–993 989



Table 4
The obtained result of different fault using DWT and BPNN, with configuration (12-6-12-4).

Type fault Distance Rf Fault inception Clarke’s transformation Without Clarke’s transformation
MSE¼0.072245 and MAE¼0.150773 MSE¼0.07766 and MAE¼0.171058

km Ohm Degree A B C G A B C G

AG 25 0.001 0 0.95142 0.10052 �0.1282 1.06332 1.07509 �0.1591 �0.0460 1.02017
BG 50 0.001 0 0.27148 1.01447 0.04518 0.98523 0.29988 0.77232 0.24082 1.03434
AB 75 0.001 0 0.98479 1.02404 0.03225 0.01004 1.07188 0.93337 0.03655 0.0068
AC 100 0.001 0 1.03366 0.00918 0.96656 �0.0766 0.90738 0.10155 1.05906 0.29056
ABG 125 0.001 0 1.02768 0.85509 �0.0628 1.01392 1.12254 1.00395 �0.1871 0.70944
ACG 150 0.001 0 1.03969 0.00339 0.94847 0.89650 0.90037 0.04411 1.00111 0.73164
ABC 175 0.001 0 0.83261 1.09872 0.90557 0.02879 0.91583 1.06532 1.17350 0.02907

Table 5
The obtained result for different resistance fault using DWT and BPNN, with configuration (12-12-24-4).

Type fault Distance Rf Fault inception Clarke’s transformation Without Clarke’s transformation
MSE¼0.053876 and MAE¼0.150301 MSE¼0.056214 and MAE¼0.154754

km Ohm Degree A B C G A B C G

BG 50 25 15 �0.2601 0.81200 0.19912 1.00950 0.27056 0.97048 �0.0520 0.96410
BG 50 50 15 �0.2060 0.88430 0.20585 1.00644 0.20411 1.08331 �0.0347 0.95417
AB 75 25 15 0.92614 1.06886 0.16452 �0.0137 1.02506 0.75573 0.24930 0.02225
AB 75 50 15 0.94049 1.03467 0.12603 �0.0054 0.98041 0.77873 0.27164 0.04101
ACG 125 25 45 0.94042 0.30193 0.72921 1.10056 1.27393 �0.0218 1.02932 1.03103
ACG 125 50 45 1.02505 0.25839 0.87277 1.05164 1.24756 �0.0894 1.0371 0.99745
ABC 150 25 45 0.95041 0.95152 0.86122 0.02848 1.04392 1.21587 1.32748 �0.1776
ABC 150 50 45 0.91256 0.86101 1.00063 0.02601 1.00739 1.23383 1.14222 �0.1332

Table 6
The obtained result for different inception fault using DWT and BPNN with configuration (12-24-48-4).

Type fault Distance Rf Fault inception Clarke’s transformation Without Clarke’s transformation
MSE¼0.037218, MAE¼0.119521 MSE¼0.055139, MAE¼0.121617

km Ohm Degree A B C G A B C G

AG 150 75 60 0.96366 0.02287 �0.0790 0.99251 0.99819 0.35599 0.05123 1.04945
AG 150 75 75 1.04744 0.11159 0.13258 1.04361 0.98178 0.35063 0.10977 1.03948
AC 125 100 30 1.02566 0.02795 1.00082 0.03517 0.91547 0.05778 0.96419 �0.07465
AC 125 100 45 1.04593 0.15348 0.74610 0.11221 0.89002 �0.03641 1.16882 �0.04335
BCG 75 75 75 0.01242 0.72528 0.89684 1.07555 �0.15165 0.99650 0.98279 0.99787
BCG 75 75 90 �0.0289 0.83212 0.97222 1.05126 �0.02451 1.11924 1.00483 1.04200
ABC 50 100 120 0.83261 1.09872 0.90557 0.02879 0.70757 0.90057 1.20523 0.00774
ABC 50 100 150 0.82418 1.16831 0.85983 0.03543 0.67534 0.81013 0.95471 0.07862

Table 3
The obtained results for type of fault, distance, resistance and inception angle using mother wavelet Db4.

Fault AG AC BCG ABC
Distance (km) 150 125 75 50
Fault resistance (Ohm) 75 100 75 100

Fault inception angle (θ) 60 75 30 45 75 90 120 150

so1 0.04299 0.03966 0.00000 8.30e�11 0.03873 0.03138 0.00000 0.00000
Sα1 �0.33810 �0.30690 �0.71065 �0.72874 �0.09405 �0.07683 �0.09242 �0.00608
sβ1 �7.45e�05 �0.00011 �0.41032 �0.42077 �0.32223 �0.36301 �0.19696 �0.14961
sγ1 0.33803 0.30679 0.30033 0.307970 �0.22817 �0.28618 �0.10454 �0.14353
Qo1 0.33760 0.30611 0.00000 1.44e�08 0.36216 0.29997 0.00000 0.00000
Qα1 1.57459 1.44100 3.07181 3.142558 0.91795 0.77506 1.52386 0.24135
Qβ1 0.01012 0.01504 1.77449 1.818559 1.68581 1.85502 3.23387 2.54802
Q γ1 1.57474 1.443868 1.300907 1.330685 1.453591 1.635708 2.54802 2.512856
Iα1 (kA) 0.6723 0.8005 0.8963 0.9292 0.7293 �0.8503 2.2589 2.0813
Iα2 (kA) 0.4196 0.5677 0.2908 0.3547 0.4812 0.6391 0.9405 1.0646
Iα1/Iα2 1.6002 1.4100 3.0822 2.6197 1.5165 �1.3305 2.4018 1.9555
Iβ1/Iβ2 1.4187 1.2849 2.4276 1.9144 2.4631 2.2247 2.2517 1.7363
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Table 7 show the results of Clarke’s transformation. With
training DWT and BPNN, MSE was 0.037218 and MAE was
0.119521, and for DWT and PRN, the MSE was 0.13115 and MAE
0.26489. Simulation result of fault detection and classification
using Clarke’s transformation deliver good results when analyzed
with pre-processing using training DWT and BPNN and architec-
ture combination of 12-24-48-4.

Table 8 shows a comparison of the statistical test by using the
standard error (SE), BPPN with PRN. Standard Error (SE) is the
standard deviation of the sampling distribution of a statistic. The
term may also be used to refer to an estimate of that standard
deviation, derived from a particular sample used to compute the
estimated [31].

Table 8 shows the comparison between BPNN with PRN. If the
results of the standard error is smaller for BPNN than PRN, BPNN is
better than PRN. Table 8 also shows the output phase G of BPNN and
PRN are the smallest compared to other phases.

Table 9 shows a comparison of the statistical test by using the
Variance Error (VE), BPPN with PRN. Variance Error is a result of
systematic differences between samples, with is the data set that
describes the actual probability distribution of an observed popu-
lation of numbers [32,33].

Table 9 shows the comparison between BPNN and PRN. If the
variance error is smaller for BPNN than PRN, BPNN is better than PRN.
Table 9 also shows the output phase B of BPNN and PRN was the
largest compared with other phases.

Table 10 shows the comparison performance for model for Back
Propagation Neural Network, Fit Network and Pattern Recognition
Network Algorithm based on Clarke’s transformation.

The results show that the best Clarke’s transformation occurred on
the 12-24-48-4 configuration. For instance, using MSE method, the
errors of Back Propagation Neural Network, Pattern Recognition Net-
work and Fit Network are 0.03721, 0.13115 and 0.03728, respectively,
and the errors using MAE method, are 0.11952, 0.26489 and 0.11953,
respectively. This suggests that the Back propagation Neural Network
results in the lowest error thus it is most best compared Pattern
Recognition Network and Fit Network.

5. Conclusion

This paper proposes a technique of using a combination of discrete
wavelet transform (DWT) and back-propagation neural networks
(BPPN) with and without Clarke’s transformation, in order to identify
fault classification and detection on parallel circuit transmission lines.
This technique applies Daubechies4 (Db4) as a mother wavelet.
Various case studies have been studied, including variation distance,
the initial angle and fault resistance. This study also includes compar-
ison of the results of training BPPN and DWT with and without
Clarke’s transformation, where the results show that using Clarke’s
transformation will produce smaller MSE and MAE, compared to
without Clarke’s transformation. Among the three structures, the

Table 7
The comparison result for model BPNN and PRN based on Clarke’s transformation with configuration (12-24-48-4).

Type fault Distance Rf Fault inception Back-propagation neural network Pattern recognition network
MSE¼0.037218, MAE¼0.119521 MSE¼0.13115, MAE¼0.26489

km Ohm Degree A B C G A B C G

AG 150 75 60 0.96366 0.02287 �0.0790 0.99251 0.90539 0.32014 0.11389 0.99892
AG 150 75 75 1.04744 0.11159 0.13258 1.04361 0.75950 0.27251 0.19157 0.99786
AC 125 100 30 1.02566 0.02795 1.00082 0.03517 0.99935 0.34371 0.71337 0.00208
AC 125 100 45 1.04593 0.15348 0.74610 0.11221 0.92150 0.00003 0.99957 0.00146
BCG 75 75 75 0.01242 0.72528 0.89684 1.07555 0.22582 0.70012 0.70752 0.99869
BCG 75 75 90 �0.0289 0.83212 0.97222 1.05126 0.21743 0.79599 0.73602 0.99689
ABC 50 100 120 0.83261 1.09872 0.90557 0.02879 0.75951 0.79234 0.80087 0.00014
ABC 50 100 150 0.82418 1.16831 0.85983 0.03543 0.78047 0.82732 0.76302 0.00015

Table 8
the comparison SE for model BPNN and PRN based on Clarke’s transformation.

Configuration Standard error (SE)

Back-propagation neural network Pattern recognition network

Output A Output B Output C Output G Output A Output B Output C Output G

12-6-12-4 0.24666 0.31006 0.23211 0.07275 0.40700 0.44677 0.40645 0.23975
12-12-24-4 0.25194 0.26869 0.22829 0.09127 0.40836 0.36352 0.43509 0.27885
12-24-48-4 0.22979 0.25438 0.20463 0.08553 0.42236 0.43000 0.43078 0.16211

Table 9
VE comparison for model BPNN and PRN based on Clarke’s transformation.

Configuration Variance error (VE)

Back-propagation neural network Pattern recognition network

Output A Output B Output C Output G Output A Output B Output C Output G

12-6-12-4 0.06084 0.09614 0.05388 0.00529 0.16565 0.19961 0.16520 0.05748
12-12-24-4 0.06347 0.07219 0.05212 0.00833 0.17839 0.18491 0.18558 0.02628
12-24-48-4 0.05280 0.06471 0.04187 0.00732 0.16378 0.18001 0.15227 0.02422
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Architects result was the best, which was 12-24-48-12. Four statistical
methods are utilized in the present study to determine the accuracy of
detection and classification faults, suggesting that the Back Propaga-
tion Neural Network results in the lowest error thus it is the best
compared with Pattern Recognition Network and Fit Network.
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Table 10
Comparison of MSE and MAE for Back propagation neural network, Pattern
recognition network and fit network algorithm.

Configuration Back propagation
neural network

Pattern recognition
network

Fit network

Clarke’s
transformation

Clarke’s
transformation

Clarke’s
transformation

MSE MAE MSE MAE MSE MAE

12-6-12-4 0.07224 0.15077 0.14704 0.30409 0.073897 0.15052
12-12-24-4 0.05387 0.15030 0.13225 0.28122 0.056055 0.15225
12-24-48-4 0.03721 0.11952 0.11135 0.26489 0.037281 0.11953
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