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I.  INTRODUCTION 

The Indonesian government is aware that the plurality of 
societies’ economic condition is very diverse. Therefore, 
policies related to public spending for services should pay 
attention to justice aspects. These policies are to ensure every 
citizen can access the services provided by the state, including 
education service by implementing Student's Single Tuition 
Fee or Uang Kuliah Tunggal (UKT) which has been set on 
Permenristekdikti Number 22 Year 2015 [1]. 

UKT is a policy that regulates the tuition fees incurred by 
each student in each semester at the College. UKT costs are 
divided into various classes. The determination of UKT cost 
class for a student is influenced by his financial capability. In 
its implementation, universities should analyze student data to 
know their financial capability to determine the appropriate 
UKT classes for them.  

The main criteria used to determine the UKT classes are the 
parent income criteria [1]. However, the financial capability of 
the students cannot be seen only from the income of their 
parents. Other influential criteria such as the number of sibling, 
local origin, and the study program field also have an impact 
on the students’ financial capability. 

With the number of criteria and data to be analyzed, the 
determination of the UKT classes for each student takes a lot of 
time, effort and cost if it is done manually [2]. To address this 
problem, a method is needed to help decision-making in 
determining the appropriate UKT classes for each student 
based on their financial capabilities.  

In this research, data mining classification algorithms are 
explored and compared to one and the other in the case of 
determining the student's UKT classes. We used supervised 
learning techniques to test the classification algorithms. The 
classification algorithms that we explore in this research are 
Decision Tree, Naïve Bayes, and Support Vector Machine 
(SVM). 

II. LITERATURE REVIEW 

Student's Single Tuition Fee or Uang Kuliah Tunggal 
(UKT) is an Indonesian government policy to guarantee the 
right of every citizen to get the proper education. UKT is 
designed as an educational financing solution at the university 
level by applying the concept of cross-subsidy. Amount of 
expenses on UKT, as referred to Article 2 paragraph (2) 
Permenristekdikti Number 22 Year 2015 [1], consists of 
several classes of cost, ranging from low-cost to normal-cost 
class. 

The determination of a student's UKT class is a 
classification problem that analyzes the student's financial 
capability based on criteria that can affect their financial 
condition. For classification problems, data mining is 
commonly used techniques [3]. 
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Data mining is a series of processes to extract new 
information from a set of data [4]. Data mining is widely used 
for the purposes of classification, prediction, and clustering. 
For the case of determining the UKT class, data mining can be 
used to classify financial capability. Researchers have shown 
that various purposes of financial capability analysis can be 
done with data mining [4] such as determination of college 
students that in financial hardship [3], selecting which student 
get scholarship grant [5], and the classification for financial 
fraud detection [6]. 

 Research [3] conduct an analysis to find and determine 
students with difficult economic conditions based on their 
family's capability in paying tuition fees. This study is 
conducted because the economic conditions that burden the 
students can negatively affect mental health, academic 
performance, student behavior, and their social life [3].  
Finally, this research explores data mining with a multi-label 
learning problem. The students' habits on campus are explored 
from various perspectives such as student card activity, internet 
usage and places visited by the student on campus. This study 
compares several methods such as Support Vector Machine 
(SVM) and Multiple Kernel Learning (MKL) with a self-
developed method called Dis-Hard. The proposed method by 
research [3] gets better performance results from existing 
methods. This study shows, the economic capability of a 
student can be extracted with data mining. 

Data mining and machine learning as techniques to 
determine the eligibility of students in receiving educational 
scholarships is conducted on research [5]. This research takes 
some students characters such as moral, intellectual, to health 
as variables to determine the eligibility of the students to get 
scholarship. Using the Naïve Bayes method (NB), research [5] 
manages to find which student deserve or not deserve to get a 
scholarship. This research shows the potential of Naive Bayes 
method can be used in the case of UKT. 

The use of data mining classification techniques for 
financial needs is also conducted by research [6]. The aim of 
this research is to use data mining classification method as a 
detector in financial fraud. The study uses three different 
methods, namely SVM, Naïve Bayes and K-Nearest Neighbors 
(KNN). Research [6] has finally found that SVM delivers 
better result compared to NB and KNN. 

Other data mining classification method is Decision Tree 
which is work by mapping training data into a tree or 
hierarchical structures [7], [8]. Research [9] shows that 

extracting information also can be done using the Decision 
Tree method. The research utilizes the decision tree method to 
classify bad debts. The analysis that performed on the financial 
market object finds that the decision tree gives high result of 
accuracy to classify bad debts, it is even can provide an 
explanation of the factors that affect each classification result. 

Based on the literature on the ability of data mining 
classification algorithm in the field of education and finance 
above, the research eventually explored and compared data 
mining classification algorithms to find the best algorithm for 
determining the student's UKT classes. Some of the 
classification algorithms used are Naïve Bayes, SVM, and 
Decision Tree. 

III. RESEARCH METHODOLOGY 

There are three major stages in this research, namely 
defining variables, data normalization, and the training-test 
process of the algorithms with supervised learning. These 
stages are described as follows:  

A. Data and Reasearch Variables 

 The source of data used in this research is data from the 
new student enrollment database of State Polytechnic of Ujung 
Pandang (PNUP) in 2014. In this database, the data of students 
that required for determining their UKT classes are available. 
The amount of available data reached 3528 students data as 
shown in Table 1. This research uses the data to get variables 
that can affect student financial capability, including: 

 Father and Mother Income 

Parental income variable is chosen because it can 
represent economic income of the student's family. 
Since one kind job can result different income, the 
value of the parent's income gives clearer 
representation of the student economic condition. 

 Local Origin 

The local origin variable is associated with an 
additional expenditure that students should incur if 
they are coming from different regions with the region 
of the college. For example, additional expenditure for 
boarding and transportation. These additional 
expenditures have an impact on the economic 
capability of the students. 

TABLE I.  NEW STUDENT REGISTRATION DATABASE OF STATE POLYTECHNIC OF UJUNG PANDANG 

No. Participant No. Local Origin Father’s Income Mother’s Income Num. of Sibling Prodi Field 

1 10082 
Pangkajene Kepulauan 

Regency 
Rp. 1.000.000 - Rp. 2.000.000 No income 4 Engineering 

2 10031 
Pangkajene Kepulauan 

Regency 
Rp. 2.000.000 - Rp. 3.000.000 No income 3 Engineering 

3 20063 Polewali Regency Rp. 2.000.000 - Rp. 3.000.000 No income 2 Commerce 

… … … … … … … 

3528 11849 Makasar City Rp. 2.000.000 - Rp. 3.000.000 
Rp. 1.000.000 - Rp. 

2.000.000 
5 Engineering 
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 Number of Sibling 

The number of children in a family affects the 
economic expenditure. The more children, the more 
likely the expenditure is. So the variable number of 
siblings of the students should be taken into account 
as variables that may affect their financial capability. 

 Prodi Field 

The Prodi Filed variable is considered as a variable 
that can affect economic expenditure because the 
regulation on Permenristekdikti Number 22 Year 
2015 shows that the tuition fee for Engineering field is 
greater than Commerce field. 

Other data that needed is the data of UKT expense classes. 
This data are obtained from the attachment of 
Permenristekdikti Number 22 Year 2015 [1] for State 
Polytechnic of Ujung Pandang as shown in Table 2. These data 
is used as the target label. 

TABLE II.  UKT CLASSES ACCORDING TO GOVERNMENT RULE 

Single Tuition Fee (Per Semester) for PNUP in Rupiah 

Class 1 

(UKT1) 

Class 2 

(UKT2) 

Class 3 

(UKT3) 

Class 4 

(UKT4) 

Class 5 

(UKT5) 

500.000 1.000.000 1.750.000 3.000.000 4.000.000 

 

B. Data Normalization 

The data obtained from PNUP contain two type of data, 
which are integer and string. Data normalization is conducted 
on each of the influential features that are still in string format 
to make it easier to process. These features are Parents Income, 
Local Origin and Study Program Field. We convert these string 
data into integer data using some rules. The rules can be 
explained as follows: 

 Normalization features of father's income and 
mother's income 

Student data obtained is still in the form of raw data, 
where the field of father and mother income are still 
in string format, these data do not match the feature 
format that can be processed in machine learning. So 
the data is converted to an integer using the rules 
shown in Table 3. 

TABLE III.  RULE FOR INCOME NORMALIZATION 

Income Variations Normalization 

No income 0 

Rp. 1.000.000 - Rp. 2.000.000 1 

Rp. 2.000.000 - Rp. 3.000.000 2 

Rp. 3.000.000 - Rp. 4.000.000 3 

Rp. 4.000.000 - Rp. 5.000.000 4 

Over Rp. 5.000.000 5 

 

 Normalization feature of local origin 

Local origin normalization is conducted by the rule 
that if the student origin is not from Makassar City 
then it is considered as 1, and if the student is from 
Makassar City is considered as 0: 

TABLE IV.  RULE FOR LOCAL ORIGIN NORMALIZATION 

Local Origin Normalization 

Makassar City 0 

Not Makassar City 1 

 

 Normalization feature of study program field 

In this study, we used the field of the student’s study 
program that is engineering field or commerce field. 
The data containing the 'engineering' string is 
converted into integer '2' and 'commerce' string into 
integer '1', the normalization rule for this feature 
shown in Table 5. 

TABLE V.  RULE FOR PRODI FIELD NORMALIZATION 

Prodi Field Normalization 

Commerce 1 

Engineering 2 

  

Finally, all the data in Table 1 are normalized so that it has 
the same data type that is the integer shown in Table 6 below: 

TABLE VI.  FINAL RESULT OF DATA NORMALIZATION 

No. 

Partici

pant 

No. 

Local 

Origin 

Father 

Income 

Mother 

Income 

Num. of 

Sibling 

Prodi 

Field 

1 10082 1 1 0 4 2 

2 10031 1 2 0 3 2 

3 20063 1 2 0 2 1 

… … … … … … … 

3528 11849 0 2 1 5 2 

 

Furthermore, all variables will be used as a single feature to 
determine the UKT classes of each student. 

C. Training dan Testing 

In this section, some algorithms are tested to find the best 
algorithm in determine UKT classes of the students. Some of 
the algorithms tested in this research are Gaussian NB, 
Multinomial NB, Bernoulli NB, Decision Tree and SVM. The 
supervised learning technique is used to train the classifier.  

The supervised learning technique is used because its 
capability that can make predictions based on the labeled 
training data used [10]. This capability makes the supervised 
learning technique can replicate the humans decision if it 
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trained using labeled data from human assessment. The process 
from training to obtaining predictions is illustrated in Figure 1. 

 

Fig. 1. Classification Process using Supervised Learning 

 For the experiment, only 230 data from 3528 unlabeled data 
of the student data are used. The 230 data are then labeled 
manually based on human assessment as UKT1 (64), UKT2 
(43), UKT3 (51), UKT4 (35) and UKT5 (37). 

 Normalization of influential variables that have been made 
before then used as features. For each data in 230 data, every 
features are combined to forms a numerical patterns such as 
[2,0,3,0,1], [3,2,1,1,2] etc. The numerical pattern of each data 
is then used to train the classifier.  
 

Algorithm 1: Classification Process for Each Algorithm 

Labelled =   

Unlabeled =  

TrainClassifier = classificationAlgo( ) 

for all Unlabeled do n interation 

    - classify  using TrainClassifier 

    - save the result 

Endfor 

Fig. 2. Classification Process for Each Algorithm 

The training-prediction process is illustrated in Figure 2. 
The experiment also performs 10-fold cross-validation to 
ensure the accuracy level of each algorithm. All of these 
processes are conducted using Python programming language. 
The consideration of the use of Python because it can process 
data quickly, besides, there is Scikit-Learn package support 
that has the classification function of Decision Tree, Support 
Vector Machine, Naïve Bayes and others. 

IV. RESULT AND DISCUSSIONS 

The evaluation result of the training and prediction process 
can be described as follows:  

A. Results of Each Algorithm 

The result of the each algorithms that is trained using 

supervised learning shows the following results: 

TABLE VII.  ACCURACY RESULTS OF CLASSIFICATION ALGORITHMS 

 
Gaussian 

NB 

Multinomial 

NB 

Bernoulli 

NB 

Decision 

Tree 
SVM 

1 0.577 0.615 0.231 0.731 0.654 

2 0.800 0.640 0.480 0.840 0.840 

3 0.640 0.480 0.400 0.760 0.680 

4 0.792 0.708 0.250 0.917 0.958 

5 0.870 0.609 0.217 0.739 0.783 

6 0.727 0.636 0.500 0.818 0.909 

7 0.864 0.682 0.364 0.864 0.818 

8 0.857 0.476 0.429 0.857 0.857 

9 0.762 0.524 0.286 0.762 0.714 

10 0.810 0.714 0.381 0.857 0.857 

Max 0.870 0.714 0.500 0.917 0.958 

Mean 0.770 0.608 0.354 0.814 0.807 

 
Table 7 shows that this research uses 10-fold cross-

validation on each of the classification algorithms tested. 
Decision Tree and SVM algorithms are two algorithms that 
always get adjacent results on each iteration, even getting the 
same accuracy value at the 2nd, 8th and 10th iterations.  

Table 7 also shows that SVM get the highest maximum 
accuracy value of 0.958. However, Decision Tree algorithm 
yields as the best algorithm with highest average accuracy 
value of 0.814.  

B. Selection of The Best Algorithm 

Decision Tree and SVM are the two suitable algorithms for 
determining UKT classes. Based on Table 7, Decision Tree is 
the algorithm with the best average accuracy value. Decision 
Tree prediction results are strongly influenced by the datasets 
and variables used, the more obvious features of training data 
the more Decision Tree can clearly build the tree to predict the 
class [11]. A good and stable prediction result by Decision 
Tree also shows that the training set and the variables used are 
appropriate for the case [12]. On the other hand, SVM is the 
algorithm that get the highest maximum accuracy value. 
However, SVM prediction results fluctuate due to its originally 
design for binary classification, while there are 5 classes in the 
case of determining the UKT class. 

Decision Tree finally chosen as the best algorithm to 
determine UKT class. The task requires an algorithm that 
works stably, the decision tree has this capability. Table 7 
shows that Decision Tree has better average of accuracy value 
compared to other algorithms, including SVM. 
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C. Implementing Decision Tree Algorithm 

Finally, with the decision tree algorithm and 230 data for 
training set, 3528 student data is processed to determine their 
UKT classes. The result is shown in Figure 3.  

 

Fig. 3. Result of determining UKT class of 3528 student data  

Figure 3 shows the distribution of predicted UKT classes of 
3528 student data. Of all available data, 1260 data or 35.7% of 
data are UKT1, 762 data or 21.6% of data are UKT2, 832 data 
or 23.6% of data are UKT3, 358 data or 10.1% of data are 
UKT4 and 316 or 9.0% of data are UKT 5. 

V. CONCLUSION 

Data mining classification algorithm is suitable to be 
applied in case of determination of student's UKT classes. 
Based on the results of experiments conducted with five 
algorithms using 230 training data and 10-fold cross-validation, 
Decision Tree is found as the most suitable algorithms for 
determining UKT classes. Decision Tree prediction results 
yield average accuracy value of 0.814 or 81.4%. Finally, the 
Decision Tree algorithm is argued as the best algorithm to be 
used in determining the student's UKT classes. 

In the future, this study might be extended in several ways, 
such as using the case as a new problem based learning to 
enhance teaching materials [13] and extending the experiment 
by using more training data and variables to get firm difference 
of accuracy between the algorithms [14]. 
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